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Abstract

In this paper we analyze the ergodic capacity and outage probability for a decouple-

and-forward (DCF) MIMO relaying system with three nodes and direct link between the

source and destination over a Rayleigh fading. The nodes employ multiple antennas and

orthogonal space-time block coding (OSTBC). In the DCF relay, the incoming signal is

decoupled, amplified and forwarded to the destination. Under assumption that source and

destination have full CSI (Channel State Information) for source-relay, relay-destination

and source-destination links we derive simple expressions for approximation of the ergodic

capacity and outage probability. By means of these approximations it is shown that the

system with direct link has better capacity and outage performance. For all considered

scenarios the increase of the number of antennas per node results in increase of the ergodic

capacity, decrease of the outage probability and increase of the diversity gain.

1 Introduction

Multiple-input multiple-output (MIMO) technology offers significant performance improve-

ments in terms of capacity and reliability of wireless communications systems, achieved through

exploiting the multipath propagation nature of the wireless transmission. The MIMO technol-

ogy is currently deployed in wireless LANs (IEEE 802.11n and 802.11ac) and in LTE. Motivated

in part by the MIMO concept, cooperative communications have emerged as breakthrough con-

cept in wireless communications by offering additional capacity and reliability improvements

at the cost of small additional signal processing [1]-[2]. Combined MIMO and cooperative re-

laying techniques offer high diversity and multiplexing gains at reduced transmit powers and

decreased interference levels among the neighboring nodes.

There are two main relaying techniques, amplify-and-forward (AF) and decode-and-forward

(DF). In the case of AF, the relay amplifies and forwards the received signal from the source,

and in the case of DF the relay fully decodes the received signal and forwards it to the next

hop. In this paper we utilize an AF technique for the MIMO relaying system, termed as the
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Decouple-and-forward (DCF) relaying [3]. The DCF relaying system employs orthogonal space

time block (OSTB) coding and decoding at the nodes, such that the relay first decodes (de-

couples) the incoming OSTB signal from the source, amplifies the de-coupled streams, and then

OSTB re-encodes and forwards the amplified signal to the destination.

Numerous papers have been published in the topic of DCF relaying (e.g. [3]-[27]). An

approximate and asymptotic bit error probability (BEP) analysis for distributed space time co-

operative systems with a single-antenna source, two single-antenna relays, and a single-antenna

destination is provided in [4]. A BEP analysis for a dual-hop MIMO systems using OSTBC with

a multiple-antenna source, a single/multiple-antenna destination and a single-antenna relay is

provided in [3] and [5]. The analysis in [6] extends the analysis in [3] for a DCF MIMO relay

system where the source, the relay, and the destination have two antennas each. The paper [7]

extends [3] and [6] by establishing an upper BEP bound for a multiple-antenna source, relay

and destination. The authors in [8] found the exact and asymptotic expressions of the out-

age and error performance for a system with a single-antenna DCF relay, a multiple-antenna

source and a multiple-antenna destination by employing OSTB codes in Nakagami-m fading.

The error performance for the DCF MIMO relay system with multiple antennas in each node is

presented in [9], which also provides a comparison with a MIMO relay system with and without

relay selection. Accurate expressions and bounds of outage probability of a DCF MIMO relay

system with two antennas per node over a Nakagami-m fading environment is provided in [10].

In the paper [11] lower bound error performance has been analyzed in a distributed space-time

block code system with a direct link between the dual-antenna source and destination and an

indirect link through a multiple-antenna relay. The paper [12] presents performance analysis of

dual-hop DCF MIMO relay systems where each node has multiple antennas. The papers [13]

and [14] provide tight approximations for the error and outage probability of dual-hop DCF

MIMO relay systems in Rayleigh fading. The paper [15] provides exact ergodic capacity for

DF relay system with single antenna at each node and no direct link in Rician Fading. The

authors of [16] derive a closed-form expression of MGF (Moment Generating Function) of the

instantaneous SNR for hop-by-hop beamforming and combining in a dual-hop AF MIMO relay

network with two antennas in each node over Nakagami-m fading. They extend the analysis in

[17] by providing the approximate average error rate expressions. The paper [18] provides tight

approximations for the MGF of the instantaneous SNR in two-way AF MIMO relay system

with estimated CSI in Rayleigh fading. The authors of [19] present error rate analysis of DF

MIMO relay network with beamforming and transmission path selection in Rayleigh Fading.

The paper [20] provides expressions of the average error probability for piece-wise linear de-

coder for MIMO cooperative system with single and multiple MIMO relays. The authors of

[21] derive the approximate expression for the symbol error rate of AF MIMO relay network

in Rayleigh fading for M-ary phase shift keying. The authors of [22] analyze three different

decoders and for one of them they derive MGF of the instantaneous SNR for AF MIMO relay

network. The paper [23] proposes a joint decoder for two-way AF based MIMO cooperative

system and derive the closed-form expression for MGF of the instantaneous SNR in Rayleigh
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fading. The authors of [24] provide error rate performance analysis of the AF MIMO relay

network with imperfect CSI.

Most of the aforementioned papers which focus on MIMO relay systems provide only error

or outage probability performance analysis. Similarly to the referenced works, we focus on

the AF MIMO relay system, which utilizes the ”Decouple-and-Forward” relaying. For such

system, we present approximate expressions for the ergodic capacity, which is novel analysis in

the literature. Additionally, we also present outage probability analysis for this system, along

with simple approximations for the outage probability.

The remainder of this paper is organized as follows. Next section presents the system model

and the signal processing at the nodes. In Section 3 we derive the simple approximations for the

ergodic capacity, whereas respective approximations for the outage probability are presented

in Section 4 and Section 5 concludes the article.

2 System model

In this paper it is assumed that the source, the half-duplex DCF relay and the destination

are equipped with multiple antennas and operate in Rayleigh fading environment. As depicted

in Fig. 1, we consider a system that consists of a source with N antennas (denoted as the node

1), a half-duplex DCF relay with either a single or N antennas (denoted as the node 2), and a

destination with N antennas (denoted as the node 3). Each of the three nodes utilizes OSTB

coding.

Figure 1: Dual-hop DCF MIMO relay system with direct link to the destination

We consider 3 system configurations: (1) N x1 xN configuration without a direct link, where

the source and destination are equipped with N antennas whereas the relay has a single antenna;

(2) N xN xN configuration without a direct link, where the three nodes are equipped with N

antennas; and (3) N xN xN configuration with a direct link.

The source-relay, relay-destination and source-destination links are exposed to random fading.

In particular, the channels are modeled as independent MIMO Rayleigh block fading channels

with channel matrices H = [hij], G = [gij] and W = [wij], respectively. The channel coefficient

between the i-th antenna of the source and the j-th antenna of the relay is denoted by hij, the

channel coefficient between the i-th antenna of the relay and the j-th antenna of the destination

is denoted by gij, and the channel coefficient between the i-th antenna of the source and the

j-th antenna of the destination is denoted by wij. The channel coefficients hij, gij and wij are
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circularly symmetric complex Gaussian random variables with zero mean and unit variance,

i.e., hij ∼ C N (0, 1), gij ∼ C N (0, 1) and wij ∼ C N (0, 1) [28]. Since the channels are assumed

to be block fading, hij, gij and wij are constant in one block, but change from one block to

the next. In each fading block, the relay is assumed to know channel matrix H, whereas the

destination is assumed to know channel matrices G and W [29]. In the system configuration

(1), H, G and W are N x1 vectors. In the system configurations (2) and (3), H, G and W are

N xN matrices.

We assume the operation of the DCF MIMO relaying system is divided into transmission

epochs of equal duration. One transmission epoch coincides with one fading block. Each

epoch is divided into 2 phases of equal duration: in phase 1, the source transmits towards the

destination and/or the relay, and in phase 2, the relay forwards the processed signal received

in the previous phase towards destination.

2.1 Signal Processing

In phase 1, the source transmits a sequence of multiple OSTB codewords. Each OSTB

codeword combines K information symbols, transmitted over N transmit antennas during L

time sub-slots. Depending on the application’s delay tolerance, the OSTB sequence in phase

1 may consist of a single codeword (i.e., the non-ergodic scenario considered in Section 4), or

be a part of a single long codeword that spans many fading blocks (i.e., the ergodic scenario

considered in Section 3). Combining of the K information symbols X = [x1, x2, ..xK ]T is

according to a particular OSTB coding scheme (as per Section 2.2) [30]. The OSTB coding

schemes are designated by using a three-digit number ”NKL”. In the phase 2, the relay decouples

separately each OSTB codeword from the packet received in phase 1.

On the symbol basis, given system configurations (2) and (3), the relay decouples the received

signal Y , amplifies each of the decoupled symbols, encodes and forwards them as a new OSTB

codeword. The new OSTB codeword is obtained from a group of K decoupled information

symbols X̃ = [x̃1, x̃2, ..x̃K ]T sent over N transmit antennas in L successive time slots. In

case of the system configuration (1), the relay forwards the decoupled information symbols X̃

without employment of OSTB codes, in which case the destination combines the signals from

its multiple antennas by using maximum ratio combining (MRC).

At the end of phase 1, the received signal at single relay antenna is given by

Y =
√
Es C H + N , Y = [y1, y2, . . . yL]T , (1)

where C is LxN codeword matrix of the OSTB code given by (14) for the 3 considered codes,

and N is Lx1 vector and denotes the additive white Gaussian noise (AWGN) at the relay,

whose elements are circularly symmetric complex Gaussian random variables with zero mean

and variance N0. In (1) Es is the average transmitted power per symbol. For the OSTB
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codewords given by (14), the average power per symbol is calculated as

Es =
L

K N
P, (2)

where P is the total transmit power of the source.

The relay decouples the received signal from the source, such that each decoupled symbol

is represented as the sum of the faded symbol transmitted from the source and the additive

white Gaussian noise. De-coupling at the relay for the 3 OSTB codes is given by (15) of the

following subsection. In [31, sec.(4)] it is shown that the particular decoupled symbol at the

relay is given by

x̃k =
√
Es ‖H‖2F xk+ξk, k = 1, 2, ..K , (3)

where, ‖H‖2F =


∑N

i=1 |hi|
2 for system configuration (1)∑N

i=1

∑N
j=1 |hij|

2 for system configurations (2) and (3)
, (4)

is the squared Frobenius norm [32, eq.(2.3.1)] of the channel matrix H, ξ is complex-valued

AWGN with zero mean and variance ‖H‖2F N0. The relay amplification factor is adjusted so

as to maintain the constant value of the relay’s output power

A =

√
E2(

E1 ‖H‖4F + ‖H‖2F N0

) , (5)

where transmitted symbol energies from the source and the relay are assumed to be equal i.e.

E1 = E2 = Es. For fair comparison, the relay’s total output power should be the same for

all system configurations, and therefore the relay’s output power for system configuration (1)

must be normalized by the power normalization factor b (0 < b ≤ 1). Furthermore, we can

approximate (5) by neglecting its AWGN term, which yields

A ≈ 1√
b ‖H‖2F

, (6)

where, b =

L/(KN) for system configuration (1)

1 for system configurations (2) and (3)
. (7)

Similarly as in (3), the decoupled symbols at the destination are given by

x̂k = A ‖G‖2F x̃k + µk, k = 1, 2, . . . K, (8)

where, ‖G‖2F =


∑N

i=1 |gi|
2 for system configuration (1)∑N

i=1

∑N
j=1 |gij|

2 for system configurations (2) and (3)
, (9)

is the squared Frobenius norms of the channel matrix G, and µ is complex-valued AWGN with
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zero mean and variance ‖G‖2F N0. By introducing (3) into (8), we obtain

x̂k =
√
Es A ‖H‖2F ‖G‖

2
F xk+A ‖G‖2F ξk+µk . (10)

Therefore, in a given fading state, when H and G are constant, the instantaneous powers of

the desired signal and the AWGN at the destination is given by

PS = EsA
2 ‖H‖4F ‖G‖

4
F ,

PN = A2 ‖G‖4F ‖H‖
2
F N0+ ‖G‖2F N0 .

(11)

In the remainder of this paper, we designate the total average SNR by ρ and the average signal-

to-noise ratio (SNR) per symbol by γ = Es/N0 = b ρ. Then the instantaneous SNR of the direct

link is given by γ31 = γ ‖W‖2F , the instantaneous SNR of the source-relay link is given by γ21 =

γ ‖H‖2F , and the instantaneous SNR of the relay-destination link is given by γ32 = γ ‖G‖2F .

By introducing (5) into (11), the instantaneous SNR per symbol for configurations (1) and (2)

is given by

γ =
PS
PN

=
Es
N0

A2 ‖G‖2F ‖H‖
4
F

A2 ‖G‖2F ‖H‖
2
F + 1

=
γ21 γ32

γ21 + γ32 + 1
. (12)

By applying (6) into (11) instantaneous SNR for configurations (1) and (2) is

γ =
γ21 γ32
γ21 + γ32

. (13)

2.2 OSTB coding scheme examples

We focus on three practical OSTBC schemes, ”222”, ”334” and ”434”, applied in the con-

sidered system. OSTB coding matrices for schemes ”222”, ”334” and ”434” are respectively

given by [30] [33]

C222 =

[
x1 x2

−x∗2 x∗1

]
, C334 =


x1 x2 x3

−x∗2 x∗1 0

x∗3 0 −x∗1
0 x∗3 −x∗2

 ,

C434 =


x1 x2 x3/

√
2 x3/

√
2

−x∗2 x∗1 x3/
√

2 −x3/
√

2

x3/
√

2 x3/
√

2
(−x1−x∗1+x2−x∗2)

2

(−x2−x∗2+x1−x∗1)
2

x∗3/
√

2 −x∗3/
√

2
(x2+x∗2+x1−x∗1)

2
− (x1+x∗1+x2−x∗2)

2

 (14)
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The signal processing (i.e., symbol decoupling) at a single relay antenna for OSTB codes in

(14) is given by the following vectors [30] [31]

X̃T
222 = [y1h

∗
1 + y∗2h2, y1h

∗
2 − y∗2h1] ,

X̃T
334 = [y1h

∗
1 + y∗2h2 − y∗3h3, y1h∗2 − y∗2h1 − y∗4h3, y1h∗3 + y∗3h1 + y∗4h2] ,

X̃434 =


y1h

∗
1 + y∗2h2 +

(y4−y3)(h∗3−h∗4)
2

− (y∗3+y∗4)(h3+h4)
2

y1h
∗
2 − y∗2h1 +

(y4+y3)(h∗3−h∗4)
2

+
(y∗4−y∗3)(h3+h4)

2
(y1+y2) h∗3√

2
+

(y1−y2)h∗4√
2

+
(h1+h2)y∗3√

2
+

(h1−h2)y∗4√
2

 . (15)

For system configurations (2) and (3) the decoupled symbols per each additional relay antenna

is obtained similarly as in (15). In that case the final expression of the decoupled symbol at

the relay is obtained by summing the decoupled symbols in each of the N relay antennas.

3 Capacity in ergodic scenario

The ergodic capacity is the maximal achievable rate of a communication system in an ergodic

channel [42, eq.(5.89)][43, eq.(4.4)]

C = E [log2 (1 + γ)] =

∫ ∞
0

log (1 + γ) f (γ) dγ bits/sec/Hz , (16)

where γ is instantaneous SNR before the receiver and E [·] denotes the expectation. From a

practical aspect the ergodic capacity can be achieved by using very long codewords that span

many fading states, which is appropriate for delay-tolerant applications. In this case, both the

transmitter and the receiver have the same codebook available, which consist of 2nC codewords.

By combining (16) and [44, eq.(4)], the ergodic capacity of the point-to-point MIMO system

with OSTBC is

C = E

[
K

L
log2 (1 + γ)

]
. (17)

Since the symbol transmission takes two phases the ergodic capacity of configurations (1), (2)

and (3) is obtained by dividing (17) by factor of 2 i.e.

C =
1

2
E

[
K

L
log2 (1 + γ)

]
(18)

For general system which includes all three configurations the instantaneous SNR γ is a sum

of the instantaneous SNR of the direct link γ31 and the instantaneous SNR of the indirect link

γR (given with (13)) [34, eq.(16.18)], [39, eq.(12)]

C =
1

2
E

[
K

L
log2 (1 + γ31 + γR)

]
. (19)

7



3.1 System configurations (1) and (2)

Since the direct link is not present, the ergodic capacity of system configurations (1) and

(2) is obtained by taking γ31 = 0 and γR = γ32 γ21/ (γ32 + γ21) in (19)

C(1,2) =
1

2
E

[
K

L
log2

(
1 +

γ32 γ21
γ32 + γ21

)]
. (20)

As proven in the Appendix A the PDF of the instantaneous SNR at the destination γR for the

system configurations (1) and (2) is given by the Gamma PDF [40, eq.(4-34)]

f (γ) =
(b+ 1)m

γm Γ (m)
γm−1e−

(b+1)γ
γ γ ≥ 0, (21)

where b is given with (7) and

m =

N for system configuration (1)

N2 for system configuration (2)
. (22)

Introducing (21) into (20), the ergodic capacity of system configurations (1) and (2) is

C(1,2) =
K

2LΓ (m) ln (2)
G1,3

3,2

(
Lρ

K NT (b+ 1)

∣∣∣∣1−m,1,1
1,0

)
, (23)

where Γ (·) is the Gamma function, defined by [35, eq. (8.310.1)] and G1,3
3,2(·) is Meijer G

function defined by [35, eq. (9.301)]. Note, according to (7) and (22), b = L/(KN) and m = N

for system configuration (1), and b = 1 and m = N2 for system configuration (2). To the best

of author’s knowledge, (23) is a novel result.

Figure 2: Ergodic capacity of configuration (1) and (2) for N = 3 and N = 4.
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In Fig.3.1 we compare the ergodic capacity of system configurations (1) and (2) given with

(23) and ergodic capacity of point-to-point MIMO systems for N = 3 and N = 4. The ergodic

capacity of point-to-point MIMO system is obtained by taking b = 0 in (23) and the curves in

the figures for ergodic capacity of this system are designated by NTxNR where NT designates

the number of antennas at the transmitter in the source and NR designate the number of

antennas at the receiver in the destination. The ergodic capacity of configurations (1) and (2)

(obtained by (23)) doesn’t surpass the ergodic capacity of the point-to-point MIMO system.

The ergodic capacity of configurations (1) and (2) increase with increase of the number of

antennas. For example, for configuration (2) the ergodic capacity for N = 4 compared to

the case where N = 3 is higher for 0.07 bits/s/Hz on ρ = −5 dB and 0.17 bits/s/Hz on

ρ = 30 dB. The ergodic capacity of the configuration (2) is higher then the ergodic capacity

of the configuration (1). The performance gap is increased by increasing the average SNR and

increasing the number of antennas. For example, the gap in the case of N = 3 is 0.16 bits/s/Hz

on ρ = −5 dB and 0.38 bits/s/Hz on ρ = 30 dB. In case of N = 4 the gap is 0.18 bits/s/Hz

on ρ = −5 dB and 0.58 bits/s/Hz on ρ = 30 dB.

3.2 System configuration (3)

Since the direct link is present i.e. γ31 6= 0, the ergodic capacity of system configuration (3)

is obtained by taking γR = γ32 γ21/ (γ32 + γ21) in (19)

C =
1

2
E

[
K

L
log2

(
1 + γ31 +

γ21 γ32
γ21 + γ32

)]
. (24)

As proven in the Appendix B, the instantaneous SNR of the received signal at the destination

of the system configuration (3) is given by

f (γ) =
∞∑
k=0

(m)k
k!

γ2m+k−12m

Γ (2m+ k) γ2m+k
e−

2 γ
γ . (25)

where b = 1, m = N2 and (m)k is a Pochhammer symbol, defined by [41, eq.(2.12)].

By introducing (25) in (24) the ergodic capacity is obtained as

C(3) =
1

2

∞∑
k=0

(m)k
k!

∫ ∞
0

γ2m+k−12m

Γ (2m+ k) γ2m+k
e−

2 γ
γ
K

L
log2 (1 + γ) dγ (26)

=
1

2

∞∑
k=0

(m)k
k!

∫ ∞
0

u2m+k−12m

Γ (2m+ k)
e−2u

K

L
log2 (1 + u · γ) du.

Note, the second line of (26) is obtained by applying the substitution u = γ/γ. For high average

SNRs, i.e. γ →∞, we can use approximation log2 (1 + u γ) ≈ log2 (uγ), which yields

C(3) ≈ 1

2

∞∑
k=0

K (m)k (ln (γ/2) + Ψ (2m+ k))

Lk! ln (2) 2m+k
, as γ̄ →∞, (27)
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where Ψ is a digamma function, defined by [36, eq.(6.3.1)]. For low average SNRs, i.e. γ → 0

we use the approximation log2(1 + uγ) ≈ (uγ) / ln (2), which yields

C(3) ≈ 1

2

∞∑
k=0

K (m)k γ (2m+ k)

ln(2)Lk! 2m+k+1
, as γ → 0. (28)

To the best of author’s knowledge, (26), (27) and (28) are novel results.

Figure 3: Ergodic capacity of configuration (2) and (3) for N = 3 and N = 4

Fig.3.2 depict ergodic capacity vs. average SNR ρ, where ρ = N K
L
γ̄. We observe that

configuration (3) has higher ergodic capacity then the configuration (2) for all values of ρ. The

performance gap between the two configurations for the case of N = 3 is 0.4 bits/s/Hz on

ρ = −5 dB and 0.6 bits/s/Hz on ρ = 30dB. For the case of N = 4 the gap is 0.35 bits/s/Hz

on ρ = −5 dB and 0.57 bits/s/Hz on ρ = 30 dB. We observe minor decrease of the gap

between the two configurations by increase of the number of antennas. Additionally we observe

increase of capacity with increase of the number of antennas. For example, for the configuration

(3) the increase of the capacity for N = 4 in comparison to the N = 3 is 0.11 dB on ρ =

−5dB and 0.13 dB on ρ = 30 dB. Moreover point-to-point MIMO system has slightly higher

ergodic capacity in comparison to the configuration (3) for low values of the average SNR

and significantly higher ergodic capacity for middle to high values of the average SNR. The

performance gap between this two systems is slightly increased by increase of the number of

antennas. In case of N = 3 the gap is 0.31 bits/s/Hz on ρ = −5 dB and 4.213 bits/s/Hz on

ρ = 30dB. For the case of N = 4 the gap is 0.38 bits/s/Hz on ρ = −5 dB and 4.394 bits/s/Hz

on ρ = 30 dB. Note that the approximation (27) is tight for middle to high average SNR. Due

to the complexity of (26) for obtaining the curves for configuration (3) in Fig.3.2 we used the

first 50 most significant terms in the summation.

On the table 1 approximate value of ergodic capacity is obtained by (26) where first n terms

of the summation are used, and accurate value of ergodic capacity is obtained by means of
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numeric integration of (26) in computer algebra system. By increase of n we observe decrease

of the relative error. Taking in the account that the mean absolute percentage error (MAPE)

for N = 2 is 7.3077 10−9 and for N = 3 is 1.9081 10−4, this additional approximation has

negligible effect on the accuracy of the results.

n = 10 n = 30 n = 50

3.3763 10−1 1.0634 10−4 6.3756 10−5

Table 1: Relative error of (26) for different number of terms in the summation for N = 3 and
ρ = 10 dB

4 Outage probability in non-ergodic scenario

When the system does not tolerate significant delay, the transmitted codewords must have

relatively short time duration, equal to the duration of one fading block (or, in this case,

equal to the duration of one epoch). In this case, each codeword may be exposed to only a

single fading state and its rate cannot guarantee a reliable transmission over that transmission

epoch. In this case, capacity outages may occur, and the relevant performance metric is the so

called capacity outage probability, simply denoted as the outage probability [42, eq.(5.54)]. Such

channel cannot support a maximum error-free transmission rate (16). However, it can support

any target rate R with possibility of occurrence of an outage event when the rate is greater

then channel capacity (R > C). The outage probability of such event is [42, eq.(5.54)]

Pout = Pr [C ≤ R] . (29)

4.1 System configuration (1) and (2)

For determining the outage probability, the considered relaying system is treated as a point-

to-point system whose instantaneous SNR is given by (13). Since C = [K/ (2L)] log2 (1 + γ),

(29) is transformed as Pr
[
K
2L

log2 (1 + γ) < R
]

= Pr [γ ≤ γth], where γth = 2
2L
K
R − 1. The

PDF of γ is given by (21), hence the outage probability is

P
(1,2)
out = Pr [γ ≤ γth] = 1− (b+ 1)m

γm Γ (m)

∫ ∞
γth

γm−1e−
(b+1) γ
γ dγ =

= 1− 1

Γ (m)
Γ

[
m,

(b+ 1) KNT

ρL

(
2

2L
K
R − 1

)]
(30)

To the best of author’s knowledge, (30) is a novel result.

The outage probability of system configuration (2) for N = 3 and N = 4 antennas in

the source and destination for three different values of the rate R = 1, 2, and 3 bits/s/Hz is

presented on the left and right of the Fig.4, correspondingly. The curves with solid and dash

lines are related to the configuration (2) and the dotted curves are related to the Monte Carlo

11



Figure 4: Outage probability of configuration (2) for N = 3 and N = 4 at different R

simulations of the configuration (2)1. We observe good matching of the results obtained by

approximation and the exact results obtained by a Monte Carlo simulation. If we compare

the results for system configuration (2) for N = 3 and N = 4 antennas we conclude that the

latter case has better performance. For example, in case of rate R = 2 bits/s/Hz the outage

probability of 10−3 for the system with N = 3 antenna is achieved at ρ = 18.5 dB and for the

system with N = 4 antenna is achieved at ρ = 15.6 dB. Additionally by usage of [38, eq.(5.2)]

it can be found that diversity gain of the system with N = 4 is d = 16 which is almost twice

as large as the diversity gain of the system with N = 3 (d = 9).

4.2 System configuration (3)

In this case, we introduce (25) in (29) to determine the outage probability

P
(3)
out = Pr [γ ≤ γth] = 1−

∞∑
k=0

(m)k
k!

1

Γ (2m+ k)

∫ ∞
γth

γ2m+k−12m

γ2m+k
e−

2 γ
γ dγ =

1−
∞∑
k=0

(m)k
k!

1

2m+k

1

Γ (2m+ k)
Γ

(
2m+ k, 2

2
LR
K − 1

γ

)
(31)

where γth = 2
2L
K
R − 1. To the best of author’s knowledge, this is a novel result.

On Fig.5 we compare the outage probability of configuration (3) given with (31), with outage

probability of configuration (2) given with (30) for N = 3 (left of Fig.5) and N = 4 (right of

Fig.5) for different rates (R = 1, 2, and 3 bits/s/Hz). The curves with solid and dash lines

are related to the configuration (3) and the dotted curves are related to the configuration (2)2.

Configuration (3) has significantly lower outage probability than configuration (2). For N = 3

1The designation of the rate have index ”m”, i.e. Rm.
2The designation of the rate have subscript related to the configuration e.g. R(2) and R(3).
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Figure 5: Outage probability for configurations (2) and (3) for N = 3 and N = 4 at different R

and R = 2 bits/s/Hz configuration (3) achieves outage probability of 10−3 for ρ = 12 dB and

configuration (2) for ρ = 18.5 dB. By increase of the number of antenna significantly better

outage performance is achieved. For rate R = 2 bits/s/Hz the outage probability of 10−3 for

the system with N = 3 antenna is achieved at ρ = 12 dB and for the system with N = 4

antenna is achieved at ρ = 9.65 dB. Moreover, the configuration (3) with N = 4 antennas

has significantly higher diversity gain (d = 16) compared to the case where N = 3 antennas

(d = 9).

5 Conclusions

In this paper, simple approximations of the ergodic capacity for DCF MIMO relaying with

and without direct link are derived. By means of these approximations it is shown that the

system with direct link has higher ergodic capacity.

For the non-ergodic channel, simple approximations of the outage probability for the consid-

ered configurations are derived. In the case of the system without direct link it is shown that

results obtained by the approximation have good match with the results obtained by Monte

Carlo simulations. Moreover, by means of these approximations it is shown that the system

with direct link has significantly lower outage probability and higher diversity gain.

In all scenarios the increase of the number of antennas per node results in increase of the

ergodic capacity, decrease of the outage probability and increase of the diversity gain.

13



Appendix A

In the case of system configurations (1) and (2), the cumulative distribution function (CDF)

of the instantaneous SNR is tightly approximated as [13, eq.(22)]:

F (γ) = 1 +
1

Γ (m)

m−1∑
k=0

m−1∑
n=0

(−1)m+k+n Γ (m− k) (2 k + n−m+ 1)m−n−1
Γ(m− n)

=
(b+ 1)n bk

Γ (k + 1) Γ(n+ 1)

(
γ

γ

)n+2 k

exp

(
−(b+ 1) γ

γ

)
(32)

We approximate (32) by taking only the terms with k = 0, which yields

F (γ) ≈ 1−
m−1∑
n=0

(b+ 1)n

n!

(
γ

γ

)n
exp

(
−(b+ 1) γ

γ

)
. (33)

The accuracy of such simplification is checked in [14] and [27] where it is shown that the results

obtained with the simplified approximation are closely matched with the tight approximation

(32) and the exact results obtained by numerical integration and Monte Carlo simulations.

We can expressed the second term of (33) through gamma and upper incomplete gamma

function [35, eq.(8.350.2)] by usage of [35, eq.(8.352.2)]

exp

(
−(b+ 1)γ

γ

) m−1∑
n=0

(b+ 1)n

n!

(
γ

γ

)n
=

Γ
(
m, (b+1)γ

γ

)
Γ (m)

. (34)

If we introduce (34) in (33) we obtain the following expression for the CDF

F (γ) ≈ 1−
Γ
(
m, (b+1)γ

γ

)
Γ (m)

. (35)

The function given in (35) is CDF of the random variable that is following the Gamma PDF

with shape parameter m and scale parameter θ = γ/ (b+ 1), hence the instantaneous SNR of

system configurations (1) and (2) is approximated by random variable which follows Gamma

PDF given with (21).

Appendix B

For derivation of (25) we assume that direct link is exposed to Rayleigh fading. In such

case if the channel coefficients wij are circularly symmetric complex Gaussian random variables

with zero mean and unit variance, the squared envelope of signal follows exponentially decaying

PDF and the instantaneous SNR of the direct link γ31 = γ ‖W‖2F follows Gama PDF [13]. The

instantenous SNR of the indirect link γR = γ32 γ21/ (γ32 + γ21) is distributed by (21) in which

14



we select b = 1 and m = N2 since we consider system configuration (3)

f31 (γ) =
1

γm Γ (m)
γm−1e−

γ
γ ,

fR (γ) =
2m

γm Γ (m)
γm−1e−

2 γ
γ . (36)

The resulting random variable is sum of two random variables each following Gamma PDF

with different scale parameter: γ = γ31 + γR [34, eq.(16.18)]. In arbitrary case the sum of n

random variables which follow Gamma PDFs is

Y = X1 +X2 + ...+Xn, fi (xi) =
xmii

θmii Γ (mi)
e
−xi
θi . (37)

The random variable Y is distributed by [37, eq.(2.4), eq.(2.5), eq(2.8), eq.(2.9)]

g (y) = C
∞∑
k=0

δk y
ρ+k−1

Γ (ρ+ k) θρ+kl

e
− y
θl , θl = min

i
(θi) , ρ =

n∑
i=1

mi,

C =
n∏
i=1

(
θl
θi

)mi
, δk+1 =

1

k + 1

k+1∑
i=1

i γi δk+1−i, k = 0, 1, 2, δ0 = 1,

γk =
1

k

n∑
i=1

mi

(
1− θl

θi

)k
, k = 1, 2, ... (38)

We simplify the parameters given in (38) for the case of two random variables

θl =
γ

b+ 1
, ρ = 2m, C = (b+ 1)−m , δi =

(m)i
i!

(
b

b+ 1

)i
. (39)

For the case of system configuration (3) where b = 1 the parameters in (39) are

θl =
γ

2
, ρ = 2m, C = 2−m, δi =

(m)i
i!

(
1

2

)i
. (40)

If parameters from (40) are introduced in the expression for g(y) in (38) we obtain (25).
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